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Abstract—Mobile cloud computing (MCC) improves the computational capabilities of resource-constrained mobile devices. On the

other hand, the mobile users demand a certain level of quality-of-service (QoS) provisioning while they use services from the cloud,

even if the interfacing gateway changes due to the mobility of the users. In this paper, we identify, formulate, and address the problem

of QoS-guaranteed bandwidth shifting and redistribution among the interfacing gateways for maximizing their utility. Due to node

mobility, bandwidth shifting is required for providing QoS-guarantee to the mobile nodes. However, shifting alone is not always

sufficient for maintaining QoS-guarantee because of varying spectral efficiency across the associated channels, coupled with the

corresponding protocol overhead involved with the computation of utility. We formulate bandwidth redistribution as a utility

maximization problem, and solve it using a modified descending bid auction. In the proposed scheme, named as AQUM, each gateway

aggregates the demands of all the connecting mobile nodes and makes a bid for the required amount of bandwidth. We investigate the

existence of Nash equilibrium (NE) in the proposed solution. Theoretically, we deduce the maximum and minimum selling prices of

bandwidth, and prove the convergence of AQUM. Simulation results establish the correctness of the proposed algorithm.

Index Terms—Mobile cloud computing, auction theory, Nash equilibrium, bandwidth shifting, bandwidth redistribution

Ç

1 INTRODUCTION

MOBILE devices are increasingly becoming an essential
part of our everyday life due to the rapid reduction in

cost of hardware, improved portability, and increasing
computational capability. The built-in data exchange feature
in the modern mobile devices allows the users to run power-
ful web applications such as mobile banking, online gaming,
video and image processing, online shopping, health man-
agement, and finance management. All these applications
deal with real-time data streaming. Although the mobile
devices have improved hardware and software, their lim-
ited energy source is a persistent problem. Consequently,
executing computationally intensive applications on mobile
devices remains a standing issue in mobile networks.

MCC [11], [14] is an integration of cloud computing [2]
into the mobile environment. In MCC, the data processing
and storing applications are moved from the mobile devices
to the servers in a cloud, and, thus, improves the efficiency
and lifetime of the mobile devices. In case of high computa-
tional resource and application requirements such as video
streaming, audio, and data services, the mobile users
request services from the cloud servers through an interfac-
ing gateway. The gateway communicates with the cloud
service provider (CSP) for allocating shared resources

which are required for resolving the mobile user’s request.
Thereafter, connection is set up between the mobile user
and the cloud server through the interfacing gateway, and,
then, the mobile user is capacitated to use the resources of
the cloud servers. At this juncture, we mention that the
words “node”, “device”, and “user” are used interchange-
ably in the rest of the manuscript.

1.1 Motivation

The cloud servers provide resources on demand. To fulfill
on-demand request of real-time applications and compu-
tations, bandwidth is an essential component that controls
the rate of transmission. It may happen that the cloud
server provides real-time services as per the request, but
the mobile nodes are not able to receive the service due to
the lack of bandwidth. Moreover, the mobile users
demand a certain level of QoS provisioning in terms of
delay, jitter, response time, and reliability, while they use
service from the cloud. When a mobile device changes its
location, the corresponding gateway for maintaining the
connectivity with the cloud also changes. Therefore, the
aggregated bandwidth requirement for the gateway also
changes, which creates the necessity of bandwidth shifting,
provided the previous allocation was optimal. Further,
bandwidth shifting alone is insufficient for maintaining
QoS while maximizing the revenue of each gateway. It
happens due to the variation in the spectral efficiency
across channels, and the communication protocols across
devices. We consider that the gateway earns revenue from
the users for providing requested bandwidth and QoS-
guarantee, while paying for getting that amount of band-
width from the cloud servers. We further assume that the
gateways are responsible for ensuring such QoS
requirements. Depending upon different attributes such
as channel spectral efficiency, and protocol overheads,
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each gateway utilizes different percentages of allocated
bandwidth from the CSP. Thus, bandwidth utilization of
the previous interfacing gateway may differ from that of
the current one. This difference violates the QoS require-
ment in the newly connected gateway, while the previous
gateway can provide more QoS than its present require-
ment. Therefore, proper redistribution of bandwidth is
essential in real-time applications for fulfilling the QoS
requirements for computational services.

1.2 Contributions

In this paper, we address the problems of bandwidth
shifting and redistribution resulting from varying demand
from gateways. It is pertinent to clarify at this juncture
that the bandwidth redistribution problem differs from
the traditional bandwidth allocation problem in that, a
while the former concerns allocating proportional band-
width to all the gateways (and, in turn, to the users), even
if only a few gateways change their bandwidth demand,
the latter concerns allocating bandwidth to that gateways
who have changed the bandwidth demand. A schematic
view of mobile cloud architecture is shown in Fig. 1. We
do not consider the bandwidth allocation process between
gateways and mobile nodes. We assume that the CSP is
authorized for bandwidth shifting and allocation, and
these functions are performed for the gateways only. In
this work, we consider QoS-guarantee in terms of service
delay. Other aspects of QoS may be considered for extend-
ing this work in the future.

Definition 1 (Service delay). Service delay is the total time
required for providing a service from CSP to a mobile node.

We formulate this as utility maximization problem for gate-
ways. For solving the above optimization problem, we use the
concepts of auction theory [31] from applied economics. Each
gateway submits a bid to the CSP, based on the requested band-
width and QoS demand from the mobile nodes connected to it.
The CSP allocates the required bandwidth through a payment
system. We formulate the utility of a gateway with the help of
revenue function and cost function. The gateway defines the
revenue function based on the revenue per unit allocation of
effective bandwidth, and the revenue per unit service delay for
the QoS requirement. The revenue of a gateway completely
depends on the allocated bandwidth and QoS-guarantee
between the mobile nodes and the gateway. In other words, it is
postulated that higher revenue leads to increased QoS protec-
tion. It may be clarified that our focus in this work is not on
the revenue maximization aspects of CSP. The cost function
explains the pricing strategy between the gateway and the
CSP. We prove the existence of Nash Equilibrium (NE) in
the proposed scheme. Further, we theoretically deduce the
extrema of selling price of bandwidth, and prove that the algo-
rithm converges in finite number of iterations. We summarize
the main contributions in this paper as follows:

� We theoretically prove the requirement of bandwidth
shifting followed by bandwidth redistribution in a typi-
cal mobile cloud environment.

� We propose an auction theory-based QoS-guaran-
teed utility maximization (AQUM) algorithm that
redistributes the total available bandwidth optimally.

� We analyze the existence of Nash equilibrium and the
convergence criteria of the redistribution algorithm.

1.3 Paper Organization

The remainder of the paper is organized as follows. In Sec-
tion 2, we briefly present few relevant related works
reported in the literature. In Section 3, we discuss some pre-
liminary concepts required for understanding the proposed
solution. We discuss the network model in Section 4. In Sec-
tion 5, we theoretically prove the necessity of bandwidth
shifting, and redistribution. We present the utility maximi-
zation problem formulation followed by an auction theory-
based solution approach in Section 6. We present the experi-
mental results followed by discussions in Section 7. Finally,
we conclude the paper in Section 8, while discussing about
how this work can be extended in the future.

2 RELATED WORK

Even though MCC [11], [14] provides many advantages,
Dinh et al. [11] highlighted some drawbacks in regards
issues such as service availability, low bandwidth, network
management, QoS-guarantees, and pricing problem in
MCC. The background of these issues offer the motivational
platform of our present work on QoS-guaranteed optimal
bandwidth redistribution in MCC. Zhang et al. [37]
designed a combinatorial auction scheme for heterogeneous
resource allocation in mobile cloud system. Several works
exist on optimal bandwidth allocation in various other
networks. Jin and Kwok [19] recommended a limited

Fig. 1. Mobile cloud computing architecture.
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bandwidth sharing solution for centralized mobile users
using coalition game theory. This model does not provide
any information regarding the amount of bandwidth shar-
ing among the users. To overcome this limitation, Jung et al.
[21] extended the scheme by incorporating the distribution
policy, which evaluates the amount of bandwidth usage
among users using Markov Decision Process (MDP).
Krishna et al. [23] proposed a recommender system on
cloud using learning automata.

There exist few allocation schemes that help to main-
tain QoS requirements of network nodes. For example,
allocation schemes were proposed for ensuring maintain-
ing equal expected access delay [29], fair allocation [3],
guaranteed bandwidth [12], delay guarantee [20], and
service differentiation [33]. For restricting the hand-off
failure due to insufficient resource, a QoS-guaranteed
measurement preservation scheme is proposed in [28].
For achieving end-to-end fair bandwidth allocation, Tang
et al. [34] proposed a max-min fair maximum through-
put bandwidth allocation (MMBA) scheme followed by
lexicographical max-min fair bandwidth allocation
(LMMBA) scheme for wireless mesh networks integrated
with cognitive radio. Fei et al. [13] proposed a QoS-
guaranteed fair up-link dynamic bandwidth allocation
algorithm for allocating bandwidth from base stations to
relay stations in IEEE 802.16j-based vehicular networks.
A hierarchical QoS-aware dynamic bandwidth allocation
algorithm [18] was proposed for assigning bandwidth
depending upon the user requirements and weights of
priority queue. Lin et al. [27] addressed the problem of
varying QoS requirement for different data incentive
applications in cloud computing system.

Concurrently, dynamic spectrum allocation in cognitive
radio networks (CRNs) is also an interesting resource allo-
cation issue. Zhu et al. [38] addressed the dynamic band-
width allocation problem by building strategies using
stochastic differential game for both the secondary users
(SU) and the service providers (SP). Huang et al. [17] pro-
posed a spectrum sharing mechanism using an auction-
based approach keeping the ‘interference temperature’
under threshold. Chen et al. [7] addressed the spectrum
sharing problem for multi-licensed primary users (PUs)
using auction theory. In their proposed framework, a
licensed PU shares the unused spectrum to the unlicensed
secondary user based on the interference temperature
threshold of the PU of CRNs. In [9], three auction-based
mechanisms were proposed for distributively allocating
spectrum in CRN. They compared their own algorithms
based on three characteristics—convergence, social welfare,
and cheat-proof. A novel auction-based approach for shar-
ing of dynamic spectrum in CRNs [35] was proposed, in
which a PU is assigned the spectrum to the SUs based on
the requirement of the SUs without violating its own
performance.

Chaikijwatana and Tachibana [6] investigated the prob-
lem of social surplus for efficient bandwidth allocation in
wireless networks using generalized VCG auction mecha-
nism with network coding. The authors considered that the
total required bandwidth is always greater than the total
available bandwidth. In [24], Kun et al. considered only the
individual user performances for bandwidth allocation.

Their scheme allocates same bandwidth to all users with
same service request. Chai et al. [5] relaxed this limitation
by considering the joint system performance of multiple
access in a heterogeneous network. A multi-hop iterative
auction-based bandwidth allocation mechanism for flow
contention problem was proposed by Kao et al. [22]. Many
researchers have also used utility theory as a strategy for
bandwidth allocation. For example, the utility-based
resource allocation problem is reported in [4], [8], [25] and
[26]. However, the fundamental differing characteristic of
the work presented in this paper from the existing ones is
that we consider node mobility.

Many authors have also explored the bandwidth alloca-
tion problem in cloud computing scenario. In [1], a service
level agreement-aware dynamic bandwidth allocator (DBA)
is proposed in which the bandwidth is allocated among the
virtual machines (VMs) for different application require-
ments associated with each VM. Papagianni et al. [30] pro-
posed a unified resource allocation framework for
networked clouds. Das et al. [10] considered the mapping of
cloud server and mobile nodes in MCC environment. Simi-
larly, many other works on bandwidth allocation exist in
the literature. However, none of these addresses the prob-
lem of providing QoS-guaranteed bandwidth allocation in
MCC environment, while the utility of each gateway is opti-
mal. In this paper, we propose QoS-guaranteed bandwidth
shifting and redistribution schemes using auction theory in
MCC environment.

3 PRELIMINARIES

We use two basic concepts—spectral efficiency of a channel,
and auction theory, in problem formulation and solution
approach design, respectively. In this Section, we describe
them in brief for easier understanding of the solution
approach. At the outset, we list in Table 1 the notations
used in this paper.

TABLE 1
Summary of Notations
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3.1 Channel Spectral Efficiency

According to the Shannon capacity theory [15], the maxi-
mum rate of channel capacity (c) in an additive white
Gaussian noise (AWGN) channel is expressed as

c ¼ B log2

�
1þ P

N0B

�
; (1)

where B;P and N0 define the channel bandwidth, transmit

power, and power spectral density of the noise, respectively.

Therefore, the largest possible spectral efficiency of a channel

for reliable communication is obtained from Shannon’s spec-

tral efficiency (Esh) as follows:

Esh ¼ c

B
¼ log2

�
1þ P

N0B

�
¼ log2ð1þ gÞ; (2)

where, g is the signal to noise power ratio (SNR) at the

receiver.

In MCC, each gateway may use adaptive modulation
scheme for adjusting their transmission rate depending on
channel quality. Therefore, the spectral efficiency (E) rela-
tive to the theoretical maximum efficiency is expressed by
Goldsmith and Chua [16] as

E ¼ log2ð1þ cgÞ; (3)

where;

c � 1:5

lnð0:2=BERtrgtÞ :
ð4Þ

Depending on the requirements of a specific application, the

target BER (BERtrgt
i ) of gateway imay vary.

3.2 Auction Theory

In applied economics, auction theory is well known for
modeling buying and selling of commodities and services.
Similarly, auction theory is also useful for exchanging
commodities in the network applications [36]. Apart from
other auctions such as Sealed-Bid, Open-Cry, First-Price,
and Second-Price [36], conventional auction [36] is more
popular in the context of exchanging network commodi-
ties due to its simplicity. Conventional auction is mainly
classified into two categories based on the bidding
schemes—ascending or descending bid auction. For the
descending bid auction, the commodity seller sets the
maximum selling price (pmax) of an asset. Each buyer i cal-
culates the utility UðiÞ based on the valuation RðiÞ and the
cost CðiÞ of the product. In the vector form, the computa-
tion of utilities is represented as follows:

U ¼ R�C: (5)

In each iteration of the auction process, the price per unit allo-

cation decreases by some positive value. The auction process

terminates when either the buyer accepts to pay the seller’s

price or the price becomes zero. In the perspective of network

allocation, the auction process terminates when the seller ful-

fills the selling criteria and confirms the selling price to the

buyers. Each buyer pays the seller according to the allocation

of the assets.

4 MOBILE CLOUD NETWORK MODEL

Consider a simple mobile cloud environment in which all
operations follow the discrete time model with normalized
time-slots t 2 f0; 1; 2; . . .g. There are one CSP and I single-
channel gateways G ¼ fG1; G2; . . . ; GIg connected with the
CSP through wireless channel. Let us assume that spectral
efficiency of each channel is different and represented by
the vector EðtÞ ¼ fE1ðtÞ; E2ðtÞ; . . . ; EIðtÞg.

We further consider that each gateway has K number of
mobile nodes connected with it at time t via any mobile net-
work. Hence, NiðtÞ ¼ fNi1ðtÞ; Ni2ðtÞ; . . . ; NiKðtÞg, and, thus,
N ¼ S I

i¼1NiðtÞ. In this work, we consider QoS-guarantee
in respect of service delay. Let us consider that the total
available bandwidth of the CSP equals Btot. If a mobile node
requests any service from the cloud server, the service is
provided through a gateway. We consider the adequate
bandwidth requirement of the gateways for successful exe-
cution of the requested services by the mobile nodes. Let
BðtÞ ¼ fB1ðtÞ; B2ðtÞ; . . . ; BIðtÞg denote the allocated band-
width vector for the gatewaysG at time t.

4.1 Service Delay Calculation

We define Tik as the transmission delay required for access-
ing a service by the mobile node Nik, if the total available
bandwidth Btot is completely allocated to the gateway Gi.
In other words, Tik is the ideal transmission delay. Hence,
the total transmission delay (Ti) for the gateway Gi equalsPjNij

k¼1 Tik, where j:j indicates the cardinality of a set.
Let us consider that, at time t, the CSP allocates Bi

amount of bandwidth to the gateway Gi. Therefore, the
transmission rate of gateway Gi is computed as ð1�
aiÞEiBi, where ai is the protocol overhead corresponding
to the gateway Gi. If Zi represents the ratio of the effective
bandwidth of a gateway to the total available bandwidth
in CSP, then, we have Zi ¼ ðEiaiBiÞ=ðBtotÞ. As we consider
the total service delay (di) with respect to each gateway,
the delay vector is defined as d ¼ fd1; d2; . . . ; dIg. For the
above network model, di for the gateway Gi is computed
as follows:

di ¼
PjNi j

k¼1 Tik

Zi
¼ Btot

PjNij
k¼1 Tik

Eið1� aiÞBi
: (6)

5 BANDWIDTH SHIFTING

We consider a mobile cloud network. It may be stressed that
the nodes are mobile in such environment. In this section,
we theoretically prove that node mobility triggers the neces-
sity of bandwidth shifting, if the cloud server does not have
any unused reserved bandwidth for future use. Subse-
quently, we prove that bandwidth shifting alone is not
always sufficient for providing QoS-guarantee.

5.1 Necessity of Bandwidth Shifting

When a mobile node changes its location, the corresponding
gateway for maintaining connectivity with the cloud
changes. Therefore, the aggregated bandwidth requirement
for the gateway also changes. For maintaining QoS in terms
of service delay, the present gateway checks the total trans-
mission delay for all connecting nodes, and the allocated
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bandwidth. In Theorem (1), we prove that the modified ser-
vice delay increases with node mobility.

Theorem 1. Let us consider that a mobile node changes its loca-
tion in a MCC environment, and thus, the interfacing gateway
from Gi to Gj. Then, the service delay inGj prior to the change
in node location is less than that following the change, i.e.,
dj < d̂j, where d̂j defines the modified service delay of Gj after
the node changes location.

Proof. We consider the case in which at least one mobile
node, say Nik, changes its location as well as the gateway
from Gi to Gj. Using Equation (6), we calculate the ser-
vice delay occurring at gateway Gj prior to the change in
location of a node, as follows:

dj ¼ Btot

PjNjj
k¼1 Tjk

Ejð1� ajÞBj
: (7)

Similarly, we compute the service delay occurring at gate-

way Gj following the change in node location, as follows:

d̂j ¼
Btot

�PjNjj
k¼1 Tjk þ Tik

�
Ejð1� ajÞBj

: (8)

As the value of Tik is positive, it can be inferred that,

dj < d̂j: (9)

This concludes the proof. tu
Corollary 1. Let us consider that a mobile node changes its loca-

tion in a MCC environment, and thus, the interfacing gateway
from Gi to Gj. Then, the service delay in Gi before the node
location change is greater than that in Gi after the change, i.e.,
di > d̂i, where d̂i defines the service delay of Gi after the node
changes location.

From Theorem (1), it may be inferred that the modified ser-
vice delay for gateway Gj equals d̂j. The cases are imminent if
the gateway wants to maintain QoS-guarantee in terms of ser-
vice delay. If d̂j is less than or equal to duj , then bandwidth
shifting is not required, where duj is the threshold value of the
service delay corresponding to the gateway Gj for providing
QoS-guarantee. Otherwise, we conclude that bandwidth shift-
ing from the previously connected gateway to the new one is
essential.

5.2 Problem beyond Bandwidth Shifting

Let us consider that a mobile node, sayNik, changes its loca-
tion, and consequently, the interfacing gateway from Gi to
Gj also changes. We further consider that the corresponding
bandwidth of each gateway before and after the node’s loca-
tion change are Bi, B̂i, and Bj, and B̂j, respectively. Simi-
larly, we denote the total transmission delay as Ti, T̂i, and
Tj, and T̂j, respectively.

Assumption 1. Let the mobile nodeNik changes its location, and,
thus, the interfacing gateway from Gi to Gj, while it should
satisfy the following criteria.

(a) Bi = B̂j. (b) Ti = T̂j.
(c) ai ¼ aj. (d) Ei ¼ Ej.

Theorem 2. Let the Assumptions 1(a), (b), and (c) hold for a
cloud network. The service delay at the previously connected

gateway before the node location change is unequal with the
service delay at the currently connected gateway after the node
location change, because of the variation in spectral efficiency
of channels.

Proof. We consider the case where only one node changes
its interfacing gateway from Gi to Gj. From Equation (6),
we compute the service delay occurring at gateway Gi

before the node location change, as follows:

di ¼ BtotTi

Eið1� aiÞBi
: (10)

Similarly, we compute the service delay occurring at gate-

way Gj after the node location change, as follows:

d̂j ¼ BtotT̂j

Ejð1� ajÞB̂j

: (11)

After taking the ratio between d̂j and di, we get,

d̂j
di

¼ Ei

Ej
: (12)

According to the spectral efficiency of a channel, as
computed in Equation (3), the values of Ei and Ej are dif-
ferent, as they are correspond to two different channels.
This concludes that the values of d̂j and di are unequal. tu

Proposition 1. Let the Assumptions 1(a), (b), and (d) hold for a
cloud network. The service delay in the previously connected
gateway before the node location change is unequal with the
service delay in the currently connected gateway after the node
location change, because of differing protocol overheads.

From Theorem 2, we notice that the QoS-guarantee pro-
vided by the gateways fails in few conditions, as the service
delay changes with node mobility. This necessitates the require-
ment for bandwidth redistribution. Specifically, if a node
changes its location, and, thus, the gateway from Gi to Gj,
then bandwidth redistribution is necessitated, if d̂j > duj . Sim-
ilarly, for the different protocol overheads, we need bandwidth
redistribution in some cases too.

6 BANDWIDTH REDISTRIBUTION

In this Section, we first describe the formulation of the opti-
mization problem governing QoS-guaranteed bandwidth
redistribution. Thereafter, we present an auction-based
solution scheme.

6.1 Utility Maximization Problem Formulation

We design an utility function for computing the overall ben-
efit of each interfacing gateway. The utility function of the
gateway depends on the service it provides to the mobile
nodes and the bandwidth it buys for providing the services.
Each gateway pays certain price for getting the required
bandwidth from the CSP. On the other hand, each gateway
charges certain amount of revenue from the mobile nodes
for providing the services to them. Additionally, the gate-
way demands an extra charge from the mobile nodes for
assuring the QoS in terms of service delay. Taking into
account the above three factors contributing to the gateway
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utility, the utility function for all the gateways can be
expressed as follows:

Uðbi;b�i; pÞ ¼ RQðbi;b�iÞ þRBðbi;b�iÞ �Cðbi; pÞ; (13)

where b ¼ fb1; b2; . . . ; bi�1; bi; biþ1; . . . ; bIg denotes the

requested bid vector by the interfacing gateways. In other

words, the submitted bid vector b also represents the requested

bandwidth vector in which bi defines the requested bandwidth

of the interfacing gateway Gi. b�i ¼ fb1; b2; . . . ; bi�1; biþ1; . . . ;
bIg defines the bid vector eliminating the bid of the gateway

Gi, and p represents the confirmed price per unit bandwidth

allocation given by the CSP. The vectors RQðbi;b�iÞ and

RBðbi;b�iÞ define the gateway revenue function based on the

QoS in terms of service delay, and bandwidth allocation,

respectively. Cðbi; pÞ defines the bandwidth allocation cost

function. We model the three utility components RQðbi;b�iÞ;
RBðbi;b�iÞ, andCðbi; pÞ as follows.

1. Service delay specific revenue function modeling. The gate-
way with small service delay increases the overall revenue.
Hence, we formulate the service delay specific gateway rev-
enue function as follows:

RQðbi;b�iÞ ¼ s� rd; (14)

where, the vector r ¼ fr1; r2; . . . ; rIg defines the revenue per

unit service delay occurring at the corresponding interfacing

gateways, and s ¼ fs1; s2; . . . ; sIg defines the shifting factor.

The shifting factor changes the negative impact of the revenue

calculation associated with service delay.

2. Bandwidth allocation specific revenue function modeling.
High bandwidth allocated to the connected gateway results
in an increase in the overall revenue. Specifically, we say
that the increase in effective bandwidth of a gateway results
in an increment of its revenue. So, we formulate the band-
width allocation specific revenue function as follows:

RBðbi;b�iÞ ¼ qEð1� aaÞB; (15)

where, the vector q ¼ fq1; q2; . . . ; qIg, 1 ¼ f1; 1; . . . ; 1g, and

aa ¼ fa1;a2; . . . ;aIg denote the revenue per unit transmission

rate, and protocol overhead, respectively.

3. Cost function modeling. With the increase in bandwidth
allocation, the overall cost of a gateway increases. So, we
define the cost function of the gateway as the multiplication
of the submitted bid and the price per unit bandwidth allo-
cation, as follows:

Cðbi; pÞ ¼ pbi: (16)

Hence, the utility function of a gateway Gi is defined as

Ui ¼ si � riBtot

PjNij
k¼1 Tik

Eið1� aiÞBi
þ qiEiBið1� aiÞ � pbi: (17)

We consider service delay as a utility maximization con-
straint for performing bandwidth redistribution. To provide
QoS-guarantee in terms of service delay, the value of the ser-
vice delay of the gateway Gi should be less than or equal to

the threshold value. Hence, the following inequality holds,

di � dui : (18)

Finally, we propose a utility maximization scheme using
the revenue and cost functions of the gateway. The utility
maximization problem is expressed as follows:

maximize U

subject to di � dui ; 8i 2 ð1; IÞ: (19)

Lemma 1. The utility, shown in Equation (17), is a strictly
increasing function of BER in the range BER < 0:2.

Proof. Taking the first derivative of the utility function, as
shown in Equation (17), with respect to BER, we get,

@Ui

@ðBERiÞ ¼
@Ui

@Ei
� @Ei

@ðBERiÞ ; (20)

where,

@Ui

@Ei
¼ riBtot

PjNij
k¼1 Tik

E2
i ð1� aiÞBi

þ qið1� aiÞBi (21)

@Ei

@ðBERiÞ ¼
1:5g

BERi ln2 lnð 0:2
BERi

Þðlnð 0:2
BERi

Þ þ 1:5gÞ : (22)

All the parameters in Equations (21) and (22) are positive,

and the value of ai ranges in between ½0; 1Þ. Further, the
value of lnð 0:2

BERi
Þ is always greater than 0, if BERi is less

than 0:2. Hence, we have, @Ui
@ðBERiÞ > 0. This concludes that

the utility function is a strictly increasing function of BER

in the range BER < 0:2. tu

6.2 AQUM: Auction-Based QoS-Guaranteed Utility
Maximization

An auction is a mechanism or a set of business rules
for exchanging commodities based on the bidding price.
Therefore, we use the auction theory-based approach
for solving the QoS-guaranteed bandwidth redistribution
problem in MCC, following the methodology similar to the
one described in [35]. In the auction process, each gateway
participates as a bidder, and the CSP acts as an auctioneer-
cum-seller. We use descending price auction for determining
the optimum bandwidth allocation—this maximizes the util-
ity vector. In descending price auction, the seller sets the ini-
tial ceiling price for each unit allocation, and decreases the
price over time until either the price becomes zero or any
buyer accepts the price for buying the commodity. In this
problem, we consider a tradeoff between the unit price and
the bandwidth request, as, in general, the requested amount
of bandwidth reduces with the increase in price per unit allo-
cation. For incorporating the tradeoff condition, wemodified
the termination condition of the descending price auction. In
our modified descending price auction process, the price
decreases over time until the total bid reaches the total avail-
able bandwidth. In the interim, if the price p becomes less
then pmin, the ceiling price is reset again for continuing the
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auction process. We describe the basic steps of the modified
descending price auction for the present problem.

1. Initialization: Each gatewayGi knows its Shannon spec-
tral efficiency Ei, protocol overhead ai, and revenue per
unit service delay ri. We assume that ri is determined based
on the QoS-guarantee between the gateway and the con-
necting mobile nodes. In this work, we disregard how the
value of ri is determined—an issue which will be investi-
gated as future work.

Initially, the CSP broadcasts its reserve bid b, which is a
positive constant value required for its own use. The CSP
also broadcasts the price p per unit allocation to all the gate-
ways, and sets the initial value of p as pmax.

2. Bid: Each gateway Gi submits a bid bi (0 < bi � Btot),
which represents the minimum required bandwidth at
the initial stage required for the QoS-guarantee constraint.
The submitted bid by the gateway Gi should satisfy the
service delay constraint, which considers the requests of
all mobile nodes and the minimum bandwidth require-
ment for performing its own operation. Hence, the bid
amount is computed as

bi ¼
XjNij

k¼1

bik þ fi; (23)

where fi represents the minimum requirement of bandwidth

to maintain its own operations and QoS in the network. In

every iteration, the bid is increased by some positive value d,

such that,

biðtþ 1Þ ¼ biðtÞ þ d: (24)

3. Allocation: In each iteration, CSP aggregates all the bid
values such that

PI
i¼1 bi, and adds the aggregated value to

its own reserve bid b. Finally, the CSP compares the com-
puted value with the maximum availability of bandwidth
Btot. If ðPI

i¼1 biðtÞ þ bÞ � Btot, then the CSP concludes the
auction process, and allocates Bi following Equation (25) to
the gateway Gi. Otherwise, the CSP sets pðtþ 1Þ ¼
pðtÞ � Dp. If the value of pðtþ 1Þ decreases below the mini-
mum price pmin, the CSP resets the price to the maximum
value pmax. Finally, the CSP broadcasts pðtþ 1Þ to all the
gateways for the next iteration. The auction process contin-
ues until ðPI

i¼1 biðtÞ þ bÞ is greater than or equal to Btot. Let
X be the maximum number of iterations required to get
optimum bandwidth allocation. As p decreases in discrete
steps, sometimes we have ðPI

i¼1 biðtÞ þ bÞ > Btot. For main-
taining the total available bandwidth equal to the total allo-
cated bandwidth, we allocate Bi amount of bandwidth
instead of bi, in which Bi is computed using the bid vector
b, as follows:

Bi ¼ biðtÞPI
i¼1 biðtÞ

ðBtot � bÞ: (25)

4. Payment: The gateway Gi pays the cost value Ci to the
CSP for the allocation of bandwidth bi units by adopting the
pre-pay mechanism [35]. Then, Ci is computed as follows:

Ci ¼ pbi: (26)

The pseudocode of auction-based QoS-guaranteed utility
maximization and bandwidth redistribution scheme is

presented in Algorithm 1. We deduce the pricing limit of
the auction scheme in Theorem 3.

Theorem 3. The pricing limit for the maximum and minimum
bids are represented as

pmin ¼ qiEið1� aiÞðI � 1ÞðBtot � bÞ
I2Btot

þ riðI � 1ÞPjNij
k¼1 Tik

Eið1� aiÞðBtot � bÞ ; for bi ¼ Btot 8i 2 ð1; IÞ;

pmax ¼ qiEið1� aiÞðI � 1ÞðBtot � bÞ
I2f

þ riBtotðI � 1ÞPjNi j
k¼1 Tik

Eið1� aiÞðBtot � bÞf ; for bi ¼ f 8i 2 ð1; IÞ:

Proof. Each gateway Gi submits a bid value based on the
aggregated bandwidth requirement of mobile nodes
which equals

PjNij
k¼1 bik, and its own requirement which

equals fi. Without any external demand, a gateway sub-
mits a positive bid fi as its minimum requirement.
Finally, the incremental bid indicates that the maximum
possible value of bi is Btot. Let us consider that fi ¼ f, 8i.
Therefore, we conclude that, f � bi � Btot.

Taking the first derivative of the utility function
shown in Equation (17), with respect to bi, we get,

@Ui

@bi
¼ qiEið1� aiÞðBtot � bÞ

X
8j6¼i

bj

 !� XI
j¼1

bj

 !2

þ riBtot

PjNi j
k¼1 Tik

P
8j 6¼i bj

Eið1� aiÞðBtot � bÞb2i
� p:

(27)
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We know that the optimum value exists at @Ui
@bi

¼ 0. There-
fore, we get,

p ¼ qiEið1� aiÞðBtot � bÞP8j 6¼i bj

ðPI
j¼1 bjÞ2

þ riBtot

PjNij
k¼1 Tik

P
8j6¼i bj

Eið1� aiÞðBtot � bÞb2i
: (28)

In Lemma (2), we prove that p is a decreasing function
with respect to both bi and

P
8j 6¼i bj. Finally, pmax and

pmin are expressed as follows:

pmin ¼ qiEið1� aiÞðI � 1ÞðBtot � bÞ
I2Btot

þ riðI � 1ÞPjNij
k¼1 Tik

Eið1� aiÞðBtot � bÞ ; forbi ¼ Btot 8i 2 ð1; IÞ;

pmax ¼ qiEið1� aiÞðI � 1ÞðBtot � bÞ
I2f

þ riBtotðI � 1ÞPjNij
k¼1 Tik

Eið1� aiÞðBtot � bÞf ; forbi ¼ f 8i 2 ð1; IÞ:

This concludes the proof. tu
Lemma 2. p is a decreasing function with respect to both bi andP

8j6¼i bj if the following inequality holds:

bi >

P
8j6¼i bj

Eið1�aiÞðBtot�bÞ ffiffiffiqipffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
riBtot

PjNi j
k¼1

Tik

q � 1

2
4

3
5
:

Proof. Taking the first derivative of the price function, as
derived in the Theorem 3 (shown in Equation (28)), with
respect to bi, we get,

@p

@bi
¼ � 2riBtot

PjNij
k¼1 Tik

P
8j6¼i bj

Eið1� aiÞðBtot � bÞðbiÞ3

� 2qiEið1� aiÞðBtot � bÞP8j6¼i bj�PI
j¼1 bj

�3 :

(29)

Similarly, taking the first derivative of the same price func-

tion with respect to
P

8j 6¼i bj, we get,

@p

@bj
¼ riBtot

PjNij
k¼1 Tik

Eið1� aiÞðBtot � bÞðbiÞ2

�
qiEið1� aiÞðBtot � bÞ

�P
8j6¼i bj � bi

�
�PI

j¼1 bj

�3 :

(30)

From both the Equations (29) and (30), we conclude that p
is a decreasing function with respect to both bi and

P
8j6¼i bj

provided the following inequalities hold:

@p

@bi
< 0; (31)

and

@p

@bj
< 0:

ð32Þ

Evidently, as all the parameters in Equation (29) contain

positive values, we say that the inequality in Equation

(31) is always true. For proving the other inequality in

Equation (32), let us consider that the inequality is true.

Therefore,

@p

@bj
< 0

) qiEið1� aiÞðBtot � bÞ
X
8j6¼i

bj � bi

 !" #� XI
j¼1

bj

 !3

>
riBtot

PjNij
k¼1 Tik

Eið1� aiÞðBtot � bÞðbiÞ2

)
 

biPI
j¼1 bj

!2

� 2

 
biPI
j¼1 bj

!3

>
riBtot

PjNij
k¼1 Tik

qiE2
i ð1� aiÞ2ðBtot � bÞ2 :

(33Þ

As, 2ð biPI

j¼1
bj
Þ3 > 0, 8bi, i 2 I, we approximate the

Equation (33) as,

biPI
j¼1 bj

 !2

>
riBtot

PjNi j
k¼1 Tik

qiE
2
i ð1� aiÞ2ðBtot � bÞ2

) bi >

P
8j6¼i bj

Eið1�aiÞðBtot�bÞ ffiffiffiqipffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
riBtot

PjNi j
k¼1

Tik

q � 1

2
4

3
5
:

Hence, we conclude that the inequality in Equation
(32) is satisfied if and only if,

bi >

P
8j 6¼i bj

Eið1�aiÞðBtot�bÞ ffiffiffiqipffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
riBtot

PjNi j
k¼1

Tik

q � 1

2
4

3
5
: ð34Þ

This concludes the proof. tu

6.3 Convergence and Nash Equilibrium

In this Section, we provide the convergence and Nash equi-
librium analysis of the proposed algorithm, AQUM.

Lemma 3. The utility function in Equation (17) is continuous
over the interval 0 < bi � Btot.

Proof. The basic criterion of a continuous function in a
range of values is as follows:

Let fðxÞ be a real valued function defined on a subset
X of the real numbers R, that is f : X ! R. Then, fðxÞ is
said to be continuous at a point �0 2 X, if for any � > 0
there exists a m > 0 such that for all x 2 X with
jx� �0 < mj, the inequality jfðxÞ � fð�0Þj < � is valid.
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Likewise, we have a utility function Ui, a real-valued
function defined on a subset Y of real numbers R. Specif-
ically, Y 2 ðf; BtotÞ, where f > 0. We assume that there
exists a m > 0 such that for all bi 2 Y , and �0 2 Y , the
inequality jbi � �0j < m is valid. Therefore, we get,

Uiðbi;b�i; pÞ � Uið�0;b�i; pÞj j

¼
����� qiEið1� aiÞðBtot � bÞðbi � �0Þ

P
8j 6¼i bjPI

j¼1 bjð
P

8j 6¼i bj þ �0Þ

þ riBtot

PjNij
k¼1 Tikðbi � �0Þ

P
8j6¼i bj

ðBtot � bÞbi�0Eið1� aiÞ � pðbi � �0Þ
�����;

) Uiðbi;b�i; pÞ � Uið�0;b�i; pÞj j

<
qiEið1� aiÞðBtot � bÞðbi � �0Þ

P
8j 6¼i bjPI

j¼1 bjð
P

8j6¼i bj þ �0Þ

þ riBtot

PjNij
k¼1 Tikðbi � �0Þ

P
8j6¼i bj

ðBtot � bÞbi�0Eið1� aiÞ
) Uiðbi;b�i; pÞ � Uið�0;b�i; pÞj j < �;

where,

� ¼ qiEið1� aiÞðBtot � bÞðbi � �0Þ
P

8j 6¼i bjPI
j¼1 bjð

P
8j 6¼i bj þ �0Þ

þ riBtot

PjNi j
k¼1 Tikðbi � �0Þ

P
8j 6¼i bj

ðBtot � bÞbi�0Eið1� aiÞ :

As bi 2 ðf; BtotÞ, 8i 2 ð1; IÞ, all the terms in Equation (36)

are positive. Hence, � > 0. Therefore, we conclude that Ui is

a continuous function over the bid range (f; Btot), where

f > 0. tu
Theorem 4. There exists a Nash Equilibrium for every gateway’s

individual non-zero bid.

Proof. Rosen [32] proved the existence of equilibrium point
for every concave n-person game. In this problem, taking
the second derivative of the utility function shown in
Equation (17) with respect to bi, we get,

@2Ui

@b2i
¼� 2riBtot

PjNij
k¼1 Tik

P
8j6¼i bj

Eið1� aiÞðBtot � bÞðbiÞ3

� 2qiEið1� aiÞðBtot � bÞP8j 6¼i bj

ðPI
j¼1 bjÞ3

:

(37)

Substituting the condition shown in Equations (34)
and (37), we get,

@2Ui

@b2i
< 0: (38)

This implies that the utility function of each gateway is

a concave function with respect to its own bid. It is

shown in Lemma (3) that the utility function of each

gateway is continuous in the range (f; Btot). This implies

that there exists a NE, provided the condition shown in

the Equation (34) is satisfied. tu

Theorem (5) below helps in proving the convergence
property of the proposed algorithm, AQUM.

Theorem 5. The AQUM algorithm concludes in a finite number
of iterations.

Proof. According to the bidding policy, the bidding value is
increased by some positive value d in every iteration.
Therefore, biðtþ 1Þ ¼ biðtÞ þ d. Hence, biðtþ 1Þ > biðtÞ.
Again, for a sufficiently large value of t, we have
Btot � biðtþ 1Þ. Let X define the number of iterations.
Then, there exists a finite value of X such thatPI

i¼1 biðXÞ � Btot, as Btot � biðtþ 1Þ. This implies that
the algorithm concludes in a finite number of iterations.tu

Lemma 4. Consider the worst case scenario where all the gate-
ways in a cloud network have no additional request, except
their own operational requirement f, which is equal for all the
gateways. In this scenario, the maximum number of times a
gateway increases the bid value is defined as,

Hmax ¼ Btot � If� b

Id
: (39)

Proof. In each iteration, the bidding value increases by a
positive constant d. Even though there are some itera-
tions possible in the AQUM algorithm, when the bidding
value remains same, those iterations are not considered
in the calculation of Hmax. Therefore, at the Hth iteration,
the bidding value equals (fþ dH). According to the pro-
posed bidding strategy, the auction concludes, when the
sum of the total bid and the reserved bid reaches at least
Btot. That is,

XI
i¼1

ðfþ dHÞ þ b ¼ Btot

) Hmax ¼ Btot � If� b

Id
:

This concludes the proof. tu

7 NUMERICAL RESULTS

In this Section, we present numerical simulation results of
the proposed AQUM algorithm for the MCC environment.
Initially, we present an example scenario followed by
parameter settings. We show the necessity of bandwidth
redistribution, and establish results of convergence and
Nash equilibrium. Each experiment was executed 30 times,
and the ensemble average values are plotted with 95 percent
confidence interval.

7.1 Parameter Settings

Let us consider an MCC environment, as shown in Fig. 1,
with one CSP and five gateways (G1; . . . ; G5). Each gateway
Gi has two connected mobile nodes (Ni1; Ni2). We consider
the total available bandwidth Btot ¼ 30 Mbps, pmax ¼ 50,
revenue per unit transmission rate qi ¼ 60; 8i 2 I, and
revenue per unit service delay ri ¼ 60; 8i 2 I. In all the
experiments, we consider fixed SNR value of 10 dB. The tar-
get BER and protocol overhead a of all gateways are consid-
ered to be varying. Initially, the ideal transmission time and
bandwidth demand for two nodes of each gateway are 0:1
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sec, 0:2 sec, and 1Mbps, 2Mbps, respectively. The notations
SD, NCG, BWS, and BWR adopted in the legends of the fig-
ures define the service delay, node changes gateway, band-
width shifting, and bandwidth redistribution, respectively.
Value of the shifting parameter s depends on delay thresh-
old and revenue per unit service delay.

7.2 Bandwidth Shifting

Suppose the target BER vector for the gateways is {10�4,
10�5, 10�4, 10�3, 10�2}, and the protocol overhead vector is
{0:02;, 0:02, 0:02, 0:008, 0:008}. In this experiment, let, the

node N41 changes gateway from G4 to G2. Fig. 2 shows the
necessity for bandwidth shifting, as the service delay of
gateway G2 crosses its threshold value after sharing its own
bandwidth with the newly connected node N41. Further-
more, it is evident that bandwidth shifting is sufficient for
assuring service delay guarantee in both G2 and G4 gate-
ways, while the others remain undisturbed.

In the same setup of parameters, instead of node N41, if
the node N12 changes its gateway from G1 to G5, bandwidth
shifting alone is not sufficient for providing service delay
guarantee, as is evident from Fig. 3. In this experiment,
bandwidth redistribution ensures service delay guarantee.

7.3 Bandwidth Redistribution

Considering the same experimental settings, as described in
Section 7.2, we executed the AQUM algorithm. The redis-
tributed bandwidth for each gateway is shown in Fig. 4. It is
observed that the bandwidth allocation for gateways G3

and G4 gets changed due to change in the position of node
N12. The redistribution mechanism also supports the service
delay requirement of each gateway, as depicted in Fig. 3.

Fig. 5, shows the bidding statistics of gatewaysG4 andG2

for three sets of values of BER and a – {BER1 ¼ 10�4,
a4 ¼ 0:008}, {BER1 ¼ 10�4, a4 ¼ 0:02}, and {BER1 ¼ 10�5,
a4 ¼ 0:008}. We consider a random distribution for bid
increment in the interval (0:01; 0:1). As a gateway either
increases or maintains the old bid in the AQUM algorithm,
on an average, it increases until the algorithm converges.

Fig. 3. Service delay comparison. Prior to and after a node changes
gateway from G1 to G5, and subsequently, after bandwidth shifting fol-
lowed by redistribution.

Fig. 4. Final bandwidth allocation.

Fig. 2. Service delay comparison. Prior to and after a node changes
gateway from G4 to G2, and subsequently, prior to and after correspond-
ing bandwidth shifting.

Fig. 5. Bid increment.

Fig. 6. Utility of each gateway in logarithmic scale.
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Fig. 6 shows the comparison of the computed utility of
each gateway. It can be inferred that the utility increases
with increase in target BER for any gateway, which again
establishes the correctness of Lemma 1. We also measured
the revenue earned by a gateway due to bandwidth alloca-
tion and QoS provisioning, and the cost it pays for getting
bandwidth from the CSP, which is shown in Fig. 7. The
figure depicts that the revenue increases, while the cost
decreases, with channel quality as intended. Consequently,
the utility of a gateway also increases with channel quality.

7.4 Convergence

Fig. 8 shows the convergence of the proposed algorithm,
AQUM. In this experiment, we computed the total bid of all
the gateways for each iteration cycle. Suppose the default
target BER vector for the gateways is {10�6, 10�5, 10�4, 10�3,
10�2}, and the protocol overhead vector is {0:02;, 0:02, 0:02,
0:008, 0:008}. We considered two sets of modified values of
BER and a, which are {BER1 ¼ 10�4, a4 ¼ 0:008}, and
{BER1 ¼ 10�4, a4 ¼ 0:02}. The BER and a of the other gate-
ways remain fixed. Following illustrates that the AQUM
algorithm converges at iteration index 17, 19, and 20, respec-
tively, for the default and the modified sets of BER and a

values mentioned above.

7.5 Nash Equilibrium

Fig. 9 depicts that when the channel quality corresponding to
gateway G2 improves, the gateway G2 decreases its bid. On

the contrary, the other gateways either increase their bid or
maintain the old value. This indicates the impact of competi-
tiveness among the gateways. It is observed from the figure
that the bid trajectories of the gateways intersect at different
points, thereby helping in locating the existence of NE.

8 CONCLUSION

In this paper, we have identified and addressed the problem
of bandwidth shifting and redistribution in an MCC envi-
ronment. The bandwidth redistribution problem differs
from traditional bandwidth allocation problem in that while
the former concerns allocating proportional bandwidth to
all the gateways (and, in turn, to the users), even if only a
few gateways change their bandwidth demand, the latter
concerns allocating bandwidth to that gateways who have
changed the bandwidth demand. We have proposed an
auction-based QoS-guaranteed utility maximization algo-
rithm for maximizing the revenue of each gateway, while it
maintains QoS of mobile nodes by purchasing bandwidth
from the service provider. We have investigated the exis-
tence of NE and proved that the algorithm converges within
a finite number of iteration.

Even though the proposed algorithm, AQUM, maxi-
mizes the utility for performing the auction process, each
gateway needs to know the bid value of others, which, in
real environment, is not always feasible. A distributed algo-
rithm, therefore, is necessary. Further, we have considered
a random bidding increment within a range. Analysis on
the selection of different bidding strategies and their impli-
cations on utility needs to be discussed in future.
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